
Overcoming bias in AI: Permutable AI CEO
Wilson Chan shares practical tips and
strategies

Unlocking ethical AI: Permutable AI CEO Wilson Chan's insights on overcoming bias – practical

strategies for fair AI.

LONDON, UNITED KINGDOM, October 24, 2023 /EINPresswire.com/ -- As the AI landscape

continues to evolve, the critical issue of bias in AI systems is taking centre stage, with

governments around the world scrabbling to take various approaches to tackle bias in AI. 

Bias can hurt any business or organisation. Just this week, it was reported in the news that the

UK risks a major scandal over bias in AI tools being used across the public sector. Almost

immediately after, the UK government launched a new innovation challenge and funding to

tackle AI in bias systems.

Leading the discourse on ethical AI development is Wilson Chan, CEO of Permutable AI, a

prominent figure in the field of artificial intelligence. With a wealth of experience, he provides

invaluable insights into overcoming bias in AI, which promises to have a transformative impact

on how AI is used and perceived.

Wilson Chan, CEO of Permutable, shares his practical insights on overcoming bias in AI while we

delve into key statistics that underscore the pressing nature of this issue. Together, they provide

a comprehensive view of the challenges and opportunities in the quest for unbiased AI.

1. The Power of Unbiased Data:

Wilson Chan highlights the significance of a strong data foundation free from bias and

emphasises the necessity of a thorough data audit. Indeed, many industries have witnessed a

surge in AI adoption, but a staggering 65% of business and IT executives admit to the presence

of data bias within their organisations. For them, the journey towards unbiased AI begins with

the careful curation of training data. The importance of this first step cannot be overstated. By

conducting meticulous data audits and diversifying data sources, these businesses are taking the

initial and crucial steps towards addressing data bias.

Real-life use cases in the retail industry provide a poignant example. Retailers have eagerly

adopted AI to deliver personalised customer recommendations. However, when the initial
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dataset used for training leans towards a specific demographic, these AI systems can

inadvertently reinforce and perpetuate biases. Through systematic data audits and the

incorporation of diverse data sources, these retailers have not only mitigated this challenge but

have also expanded their potential customer reach.

2. Meticulous Data Labelling:

In the ongoing quest to reduce bias, the meticulous labelling of data plays a pivotal role. In the

realm of finance, where AI is revolutionising credit scoring, a rigorous approach to data labelling

is essential. Surprisingly, a mere 13% of businesses are actively addressing data bias, suggesting

a significant gap that needs to be bridged. By implementing meticulous data labelling processes

and establishing clear guidelines for human annotators, companies can achieve the dual goal of

accurate and equitable AI-driven credit assessments.

3. External Audits:

The practice of external audits to combat bias in AI has gained prominence in various industries,

ranging from legal to healthcare sectors. The concerns over bias in AI-driven systems have been

well-founded, as demonstrated by the fact that 78% of business leaders anticipate that data bias

will become an even more significant concern as AI and machine learning use continues to rise.

External audits offer a layer of objectivity and accountability, ensuring that AI systems operate in

alignment with ethical standards and legal compliance.

4. Continuous Vigilance:

The healthcare sector, in particular, highlights the importance of continuous bias monitoring.

The use of AI for medical diagnosis has the potential to save lives, but any bias in these systems

can lead to disparities in medical decisions. The emphasis on continuous monitoring not only

ensures the quality and fairness of healthcare but also establishes a dynamic framework for AI

to evolve with new data and medical insights. This adaptability is crucial in addressing new

challenges and biases that may emerge over time.

5. Ethical Frameworks and Culture:

The technology sector offers a vivid example of the vital role that ethical frameworks and

corporate culture play in ensuring fairness and inclusivity. Technology companies, driven by the

desire to enhance user experiences, have proactively set clear ethical guidelines and cultivated

corporate cultures that prioritise fairness. Notably, this approach is not only an ethical

imperative but also a sound business strategy. It not only enhances the equity of AI systems but

also fosters customer trust and satisfaction.

6. User Feedback and Collaboration:



The value of user feedback and collaboration has been exemplified in the education sector,

where AI is harnessed for personalised learning. By creating mechanisms for students and

educators to report potential bias and actively collaborating with AI experts, educational

institutions ensure a more inclusive learning environment. Furthermore, they empower users to

actively participate in the process of rectifying any bias they may encounter, resulting in a more

accountable and responsible AI ecosystem.

7. Diverse Teams:

A final and compelling point emphasised by Wilson Chan is the need for diversity in AI

development teams. The entertainment sector provides a powerful example of the positive

impact of diverse teams. These teams challenge assumptions, identify biases, and develop AI

systems that offer more inclusive content recommendations, ultimately enhancing the user

experience.

Ethical AI in Business

The insights provided by Wilson Chan paint a comprehensive picture of the challenges and

opportunities in the quest for unbiased AI. Overcoming bias in AI is not merely a technical

challenge; it is a moral imperative and a strategic advantage. By applying these strategies and

fostering a culture of fairness and inclusivity, companies can ensure their AI systems respect

human values and serve all stakeholders. In doing so, they enhance the integrity of their AI-

driven solutions, bolster their reputation, and secure the trust of customers and partners. As AI

continues to shape the future of business, the pursuit of ethical AI must remain at the forefront

of corporate strategy.
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